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Abstract—We propose a multi-user face unlock system based on fast
sparse coding approximation. Different approximation techniques of
sparse coding are compared for real-time processing and recognition
rate. The system is capable of online new user registration without
specific training, and it is designed for continuously processing video
sequences as on-the-fly face classification. The system is tested with a
public face dataset for real-world applications, which is able to recognize
100 different face identities in 0.0028s on a regular PC, with 93.8%
recognition rate.

I. INTRODUCTION

For human, face recognition is the most natural and convenient
way to identify people compared to other biometric information,
such as finger prints, palm prints or iris patterns. In recent years,
face recognition becomes robust and realistic in consumer electronics
for unlocking systems. For mobile devices such as smart phones or
tablets, typing passwords is sometimes inconvenient. In addition, fa-
cilities like banks and hospitals, which involves security and privacy,
are all suitable places adopting a face unlock system. Therefore, face
unlock mechanism becomes a potential and promising solution in
these situations.

Traditional face recognition technologies often require huge
amounts of training samples, computation time for training and
memory usage for tuned parameters (such as SVM, Random forests
or Adaboost). In recent years, sparse coding technologies are devel-
oped in various areas, including object recognition, superresolution,
inpainting and denoising. For classification problems, sparse coding
requires only few samples from a user class to achieve competing
performance. It does not need explicit training when a new user
class is added, which is also beneficial to the ability in separating
backgrounds and target patterns [2].

Yang et al. [1] propose a SIFT-based approach with sparse coding,
and Wang et al. [3] further reduce the computation complexity by
locality-constrained coding (LLC). Sparse representation classifica-
tion (SRC) [2] achieves state-of-art performance in face recognition
database with only solving the l1 minimization problem. Zhang et
al. [4] further analyze the power of sparsity in detail, and they
discover l2 sparsity is good enough for face recognition in SRC
scenario.

In this paper, we focus on providing a face unlock system which
can be used in real time on input video. The system is capable of
adding multiple new user registrations without specific training. Our
face unlock system is based on SRC, but we further compare different
suitable approximation techniques to reduce the overall computation
time while preserving or even improving the recognition rate.

II. PROPOSED SYSTEM

The proposed system (Fig. 1) consists of two phases, on-line regis-
tration (training) and on-the-fly activation (testing). The registration
phase enrolls data of a new user into the existing training results
which is applied to the activation phase for verifying the current input
frame. One registered user maps to one user class when classified in
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Fig. 1. Details of System Flow

the activation phase. In our system, we provides a GUI-aided visual
preprocessing tool to guide users actively to crop their frontal face
images. Users are requested to align frontal face for registration or
activation (unlocking). This prevents variations including rotation-in-
plane, rotation-off-plane, scaling, occlusion and misalignment, which
may reduce overall accuracy.

The activation phase treats input frames as continually testing
features for identifying. After feature extraction, sparse coding,
classification and ensemble voting stages, the user can be identified as
one of registered users or not. The system simultaneously filters non-
facial images using sparse coefficients analysis [2], and thus input
frames can be processed continuously in real time whether the user
is settled or not, preventing heavy face detection resources.

A. Registration

1) Feature Extraction: Feature extraction performs dimension
reduction for input faces. After reading video frames, images are
cropped and resized into 60 × 43 frontal face images, which are
then transformed into low-dimensional features through eigen-face
extraction [7]. Each extracted feature is 300-dimension.

2) Data Update: We adopt lazy learning for previously registered
users’ data Xprev and current new one. New user features of multiple
frames around confirmation point are set as new identity class Xnew,
and they are directly appended (cascaded) to the existing registration
data. The total registered set X is thus formed for the subsequent
activation phase.

X = [Xprev, Xnew] (1)
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B. Activation

1) Feature Extraction: We apply the same feature extraction as
that in Registration phase. The feature output of the current frame is
denoted as yt.

2) Sparse Coding: After reading registration data X , we solve
the feature yt of the current input face into the sparse coefficients αt
of all possible candidate samples from X . Note that the registration
data X is composed of cascaded features of registered class, and each
registered user class includes features of 7 input frames. The sparse
coding algorithms we tested are as below:
•l1-minimization sparse coding (l1):
We use Sparse Representation Classification (SRC) [2] to solve αt

for later error term calculation, and we adopt GPSR BB [6] as the
l1 solver,

α̂t = argmin
αt

‖αt‖1 s.t. ‖yt −Xαt‖2 < ε (2)

•l2-minimization sparse coding (l2):
In [4], Collaborative Representation Classification (CRC) was

proposed as a l2 solver, which outperforms other l1 solvers in
recognition rate and processing time. We test this solver as fast sparse
approximation for solving αt, and the analytical is as (4).

α̂t = argmin
αt

{‖yt −Xαt‖22 + λ ‖αt‖22} (3)

α̂t = (XTX + λ · I)−1XT yt (4)

•K-nearest Neighbor l2 sparse coding (KNN-l2):
In [3], Locality-constraints Coding (LLC) was proposed for fast

SIFT code words solving, which fortifies sparsity in l2 solvers to
improve performance. We apply a similar LLC concept for SRC
scenario. We use l2 solver to find K-nearest-neighbor of yt in X
first, and then use the KNN results to generate a new dataset XKNN
to solve (3) for αKNN . Later restore it with 0 into full αt. By doing
so, we improve the sparsity of l2 solution. (K is 200 in our optimal
setting. The reason why we choose this K is that we want to follow
and compare with the l1 optimal sparsity, as shown in Table. I.)

3) Classification: The system performs classification based on
the solved sparse coefficients αt. The candidate user classes from
database with the smallest reconstruction error is chosen as the
classification result Identityt (It). i denotes the specific user class
used in X and α.

Identityt = argmin
i
{‖y −Xiα̂i‖2} (5)

4) Ensemble Voting: Ensemble voting is executed on successive
input frames. The system is unlocked only if certain continuous
frames are all indicates the same user class I . After unlocking,
private theme, personal setting and related files can be restored for
the identified user.

III. EXPERIMENTAL RESULTS

Our multi-user face unlock system is tested with AR face
dataset [5]. The testing environment is on a regular PC with 3.4GHz
CPU and 4Gb RAM. Experiments are conducted with Matlab. All
faces of a registered user map to one user class only. 7 registered
faces from each 100 candidate classes are included in training data,
and the system tests other 7 faces in these 100 classes separately.
Table I shows the benchmarking of different sparse coding methods,
including recognition rate, processing time and sparsity. Sparsity is
defined as the ratio of zeros in the αt

As Table. I shows, simply fortifying sparsity does not help recog-
nition rate, and l2 is still the best solution so far. The reason why

TABLE I
PERFORMANCE COMPARISON OF DIFFERENT SPARSE CODINGS.

l1 l2 KNN-l2
Recognition rate (%) 0.823 0.938 0.901
Processing time (s) 0.1040 0.0028 0.0034
Frame per second (FPS) 10 356 290
Sparsity 0.861 0 0.857
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Fig. 2. Comparison of recognition rate (%, Y axis) in different settings (X
axis). The number beside points denotes processing time (ms). (a) the number
of user classes. (The 300-dim feature is used.) (b) the dimension of features.
(100 classes are used.)

sparsity is not so important in SRC scenario is that the dataset X
is composed of direct instances from different classes, unlike some
dictionaries which are designed for sparsity. Thus in those sparsity-
related dictionaries, fortifying sparsity may be helpful.

We also conduct experiments on l2 with different settings of class
numbers and feature dimensions (Fig. 2). As the number of user
classes decreases as shown in Fig. 2(a), recognition rate increases,
and processing time decreases. It indicates that the system runs better
when total registered users are not so much. It can be observed
that users can be recognized well if only 10 classes (10 users) of
the AR face dataset are needed to be classified. Reasonable trade-
offs between the recognition rate and the processing time are shown
in Fig. 2(b). It shows merely 100-dimension features can achieve
acceptable recognition rate.

IV. CONCLUSION

In this paper we propose a multi-user face unlock system which can
be used in real-time video input by solving fast sparse approximation.
The proposed system includes functionality of fast registration for
new users and unlocking activation in real time. It is capable of clas-
sifying 100 user identities with 356 fps and 93.8% recognition rate,
which demonstrates a practical solution for real-world applications.
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